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ABSTRACT
Although a wide range of applications have been proposed in the
field of multimodal natural language processing, very few works
have been tackling multimodal relational lexical semantics. In this
paper, we propose the first attempt to identify lexico-semantic
relations with visual clues, which embody linguistic phenomena
such as synonymy, co-hyponymy or hypernymy. While traditional
methods take advantage of the paradigmatic approach or/and the
distributional hypothesis, we hypothesize that visual information
can supplement the textual information, relying on the appercep-
tum subcomponent of the semiotic textology linguistic theory. For
that purpose, we automatically extend two gold-standard datasets
with visual information, and develop different fusion techniques to
combine textual and visual modalities following the patch-based
strategy. Experimental results over the multimodal datasets show
that the visual information can supplement the missing semantics
of textual encodings with reliable performance improvements1.

CCS CONCEPTS
• Computing methodologies→ Lexical semantics; Image rep-
resentations; Supervised learning by classification.
∗Work done during internship at Normandie Univ, UNICAEN, ENSICAEN, CNRS,
GREYC.
†Now at Google Research.
1Code and datasets are available at https://github.com/Jhaprince/Combining-Vision-
and-Language-Representations-for-Patch-based-Identification-of-Lexico-Semantic-
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1 INTRODUCTION
The ability to automatically identify lexico-semantic relations is
an important issue for information retrieval and natural language
processing applications such as question answering [14], query
expansion [25], or text summarization [16]. Lexico-semantic rela-
tions embody linguistic phenomena such as synonymy (e.g. phone
↔ telephone), co-hyponymy (e.g. phone↔ monitor), hypernymy
(e.g. phone → speakerphone), but more can be enumerated [63].
To tackle this task, different strategies have been proposed that
either define new specific features [1, 50, 59], build specific latent
semantic spaces [37, 46, 64], conceptualize multitask architectures
[3, 4], or augment input data with textual information [6, 23].

Although many different ideas have been proposed to classify
whether two words are in lexico-semantic relation or not, two dif-
ferent input text representations have mostly been used. On the
one hand, the paradigmatic approach represents the input data
as the lexico-syntactic patterns that connect the two words in a
pair [19, 27, 38, 48, 52, 55]. On the other hand, the distributional
approach consists in characterizing the semantic relation that ex-
ists between two words based on their n-dimensional individual
representations [7, 15, 18, 47, 52, 62, 63, 65].

Interestingly, some recent studies have emerged that tackle
vision-grounded natural language representations [9, 28, 33, 34, 45]
and applications [2, 21, 31, 35, 51, 56]. This idea is founded on the

4406

https://github.com/Jhaprince/Combining-Vision-and-Language-Representations-for-Patch-based-Identification-of-Lexico-Semantic-Rela
https://github.com/Jhaprince/Combining-Vision-and-Language-Representations-for-Patch-based-Identification-of-Lexico-Semantic-Rela
https://github.com/Jhaprince/Combining-Vision-and-Language-Representations-for-Patch-based-Identification-of-Lexico-Semantic-Rela
https://doi.org/10.1145/3503161.3548299
https://doi.org/10.1145/3503161.3548299


MM ’22, October 10–14, 2022, Lisboa, Portugal Prince Jha et al.

Figure 1: On the left, the patch-based architecture for individual modalities. On the right, the overall multimodal framework.

semiotic textology linguistic theory [17], which lists three subcom-
ponents in order to consider how each textual media produces
meaning and the relation between them: dictum (aka. denotation),
evocatum (aka. as connotation), and apperceptum (mental images),
the latter one embodying the vision-grounded analysis of textual
content. However, little research has been endeavoured that com-
bines textual and visual information for relational textual data, to
the exception of recent studies on prepositional phrase attachment
[11] and relation extraction for knowledge graphs [68].

In this paper, we propose the first attempt to use visual informa-
tion to identify lexico-semantic relations between word pairs. In
particular, we first augment two gold-standard datasets (RUMEN
[4] and ROOT9 [49]) with visual information automatically gath-
ered from a search engine. Then, two different fusion techniques,
one based on attention fusion [22] and another one based on Cen-
tralNet [57], are experimented to combine the textual and visual
modalities, where the textual distributional representations are en-
coded with GloVE [40], and the visual representations are encoded
with VGG19 [54]. In order to take advantage of recent multimodal
representations, we also propose to encode both modalities with
CLIP [45] encodings. Finally, we test our hypothesis following the
augmentation data paradigm proposed by [6], by increasing the
initial words by their 𝐾 most similar neighbors within some text
representation space, here GloVE, which are then further combined
with their visual information. Experiments over the extended mul-
timodal datasets demonstrate that introducing visual information
can supplement the missing semantics of textual information with
reliable performance improvements.

2 RELATEDWORK
Lexico-semantic relation identification. Four major research di-
rections have been proposed for the identification of lexico-semantic
relations: (1) feature engineering, (2) fine-tuned semantic spaces, (3)
multitask architectures and (4) data augmentation. Within the first
topic, [29, 63] propose similar evaluations to combine word input

vectors. In particular, word pairs are encoded as the concatenation
of the constituent word representations, their vector difference
or their sum. [38, 52] propose to overcome domain dependency
by representing contextual patterns as continuous vectors, thus
successfully combining the paradigmatic approach with the dis-
tributional hypothesis. [1, 59] compute specific features over the
distributional space (e.g. cosine similarity) in addition to the vector
representations themselves, leading to significant improvements.
The second research direction aims to build fine-tuned neural latent
semantic spaces that embody relational information. [37, 60] learn
new embeddings from a background knowlegde of word pairs. To
generalize this idea, [8, 24, 64] learn explicit specialization func-
tions that are further injected in the embedding learning process.
The third approach tackles this task from the architecture point of
view. As semantic relations are known to be closely semantically
related, it is likely that multitask learning may improve the deci-
sion process. For that purpose, [3] propose a coarse-grained model
through a multitask convolutional neural network, while [4] pro-
pose a fine-grained methodology, which aims to determine whether
the learning process of a given semantic relation can be improved
by the concurrent learning of another relation. The fourth strategy
aims to augment the initial word pair input with semantically close
terms. Within this context, [23] propose a set cardinality-based
method, which exploits the WordNet [36] graph, while [6] define
a patch-based approach, which augments each constituent word
from a latent semantic space.

Vision-grounded language applications and representations.
The combination of new multimodal datasets [42] with the defini-
tion of new multimodal machine learning models [5] has fostered
research in the broad field of multimodal natural language pro-
cessing [20] and multimodal computer vision [66]. In particular,
multimodal machine learning has enabled a wide range of appli-
cations, such as multimedia content indexing and retrieval [10],
video summarization [51], multimodal sentiment [56] and emotion
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[35] analysis, visual question answering [2], image captioning [21],
and multimodal dialogue systems [31], to name but a few. Another
research direction aims to learn how to represent and summarize
multimodal data in a way that exploits the complementarity and
redundancy of multiple modalities. In the specifc field of vision-
grounded language representations, different models have been
proposed [9, 28, 33, 34, 45]. [28] extend the skip-gram model by
taking visual information into account. As such, for a restricted set
of words, the model is exposed to the visual representations of the
objects they denote, and must predict linguistic and visual features
jointly. [34] extend the BERT architecture [13] to a multimodal two-
stream model by processing both visual and textual inputs in sepa-
rate streams that interact through co-attentional transformer layers.
[9] introduce UNITER, which includes four pretraining tasks over
transformers: masked language modeling conditioned on image,
masked region modeling conditioned on text, image-text matching,
and word-region alignment. [33] present DiMBERT, which takes
both visual features from images and textual features from sen-
tences as input, and then apply a single cross-modal transformer
to learn vision-language grounded representations. [45] study the
behaviors of image classifiers trained with natural language su-
pervision at large scale. Enabled by the large amounts of publicly
available data of image-text form on the internet, they create a new
dataset of 400 million pairs and demonstrate that a simplified ver-
sion of ConVIRT [67] trained from scratch, which they call CLIP, is
an efficient method of learning from natural language supervision.

Multimodal lexical semantics. Although a wide range of ap-
plications have been proposed in the wide field of multimodal
natural language processing, very few works have been tackling
multimodal relational lexical semantics, with the rare exceptions
of [11, 68]. [11] propose to score alternative prepositional phrase
attachments from the caption of an image, previously syntactically-
parsed, based on how much the attachments are coherent with the
corresponding image. The set of attachments that yields the best
score is identified and the corresponding tree is output. [68] present
the multimodal relation extraction task that consists in identifying
the semantic relations that link two entities in a sentencewith visual
clues. For that purpose, they propose a multimodal neural network
with a graph alignment method that incorporates structural simi-
larity and semantic agreement between visual objects in an image
and textual entities in a sentence. Experiments show that improved
results can be obtained compared to the concatenation of visual
and textual representations. In this paper, we present the first study
that tackles multimodal lexico-semantic relation identification.

3 MULTIMODAL METHODOLOGY
The main task at hand consists in deciding whether a given lexico-
semantic relation (i.e. synonymy, hypernymy, co-hyponymy) holds
between a pair of words (𝑤0,𝑤1) or not (i.e. random). For that pur-
pose, we present our methodology, illustrated in Figure 1, which
consists in adapting the patch-based approach proposed by [6] in a
multimodal environment, thus relying on fusion techniques.

Patch-based Representation. The idea of patch-based classifica-
tion has been introduced by [6, 23], and consists in augmenting

each word in a pair with its 𝐾 most semantically-related words in
some semantic space. While [23] use WordNet for the augmenta-
tion, [6] rely on GloVE embeddings. Based on our experiments, we
follow the strategy of [6] as it outperforms the one of [23].

Formally, a patch consists of the 𝐾 most similar words𝑤 𝑗 to a
source word𝑤0 in terms of cosine similarity in some latent semantic
space, and it is defined in Equation 1. Thus, each input pair (𝑤0,𝑤1)
is transformed into its patch-based representation (𝑃𝐾𝑤0 , 𝑃

𝐾
𝑤1 ).

𝑃𝐾𝑤0 = {𝑤0} ∪
{
𝑤 𝑗 |

𝐾
argmax cos(𝑤0,𝑤 𝑗 )

}
(1)

All words within a patch are then subject to a fixed attention
mechanism, which integrates the notion of centrality. This ensures
that the most central words within a patch receive higher attention.
This process is performed through the PageRank algorithm [39]
over the undirectedweighted2 patch graph, which results in a vector
of (𝐾 + 1) dimensions, where each word within the patch receives
a centrality score in R, and it is noted ⟨𝛼𝑤0

0
, 𝛼𝑤1

0
, 𝛼𝑤2

0
, . . . , 𝛼𝑤𝐾0

⟩.
A second attention mechanism spotlights on word centrality

between patches to acknowledge, which words are central to both
concepts. The same process is applied with the PageRank algorithm
based on the graph that comprises of all 2×(𝐾 +1) words as vertices
and links all vertices belonging to different patches. This process
results in a vector of 2 × (𝐾 + 1) dimensions, where each word
of both patches receives a centrality score in R, and it is noted
⟨𝛽𝑤1

0
, 𝛽𝑤2

0
, . . . , 𝛽𝑤𝐾0

, 𝛽𝑤0
1
, 𝛽𝑤1

1
, . . . , 𝛽𝑤𝐾1

⟩.
Both attention mechanisms are then combined into a unique

learning representation, which is defined in Expression 2, where
𝑤𝑖𝑥 represents a word embedding of patch 𝑃𝐾𝑤𝑥 , and ⊕ is the con-
catenation operator. Note that the embeddings are in descending
order of cosine similarity with their source word.

𝐴1 =

(
𝐾⊕
𝑖=0

𝛼𝑤𝑖0
.𝛽𝑤𝑖0

.𝑤𝑖0

)
⊕

(
𝐾⊕
𝑖=0

𝛼𝑤𝑖1
.𝛽𝑤𝑖1

.𝑤𝑖1

)
(2)

In order to account for domain independence [61], the cosine
similarity is measured between all components of both patches,
which concatenation is defined in Expression 3.

𝐴2 =
𝐾⊕
𝑖=0

𝐾⊕
𝑗=0

𝑐𝑜𝑠 (𝑤𝑖0,𝑤
𝑗

1) (3)

Finally, each input pair (𝑤0,𝑤1) receives two different learn-
ing representations, namely 𝑋𝑡 for the textual modality and 𝑋𝑣
for the visual modality, generically defined in Equation 4. Such
representations are then fed to the multimodal fusion module.

𝑋𝑡 |𝑣 = 𝐴1 ⊕ 𝐴2 (4)
While Bannour et al. [6] exclusively focus on textual data aug-

mentation, we need to deal with visual augmentation. For that
purpose, we propose that textual data drives the augmentation
process3. As such, each word pair (𝑤0,𝑤1) is transformed into its
patch-based representation (𝑃𝐾𝑤0 , 𝑃

𝐾
𝑤1 ), based on finding the 𝐾 most

similar words within some textual semantic space, here GloVE [40],
in terms of cosine similarity. Then, each word present in a patch
2The weight corresponds to the cosine similarity value.
3Other strategies are possible but they remain for future work.
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is sent to a search engine, here the Bing Image Search API4, and
the highest ranked image returned by the search engine is taken as
the augmented visual information (cf. §4 for more details). Once
visual augmentation is performed, the process of [6] is replicated in
the exact same way for the visual information but relying on visual
n-dimensional representations, VGG19 [53] or CLIP [45].

Multimodal fusion networks. In order to reduce each modal-
ity representation 𝑋𝑡 and 𝑋𝑣 to the same dimension, a reduction
process is first performed. Then, two fusion techniques are imple-
mented to combine modalities: early [22] and hybrid fusions [58].

Attention fusion network. Both visual and textual modalities may
not equally be relevant for the identification of lexico-semantic
relations. This motivates the introduction of an attention fusion
network, which weights each modality independently, in the same
line of [41, 43]. The attention fusion network is shown in Figure 2.

Figure 2: Attention fusion network.

Formally, the input to the attention fusion network is noted
𝑀𝑉 , the set of modality representations, where the dimension of a
modality vector𝑀𝑉𝑘 ∈ 𝑀𝑉 is 𝑑𝑘 . The first step consists in giving
the same dimension 𝑑 to all the elements of 𝑀𝑉 . This process is
referred to a reduction process, and it is done using a stack of
dense layers. The resultant vectors are denoted 𝐷𝑀𝑉 , such that the
reduced modality representations 𝐷𝑀𝑉𝑘 ∈ 𝐷𝑀𝑉 . All 𝐷𝑀𝑉𝑘 are
then concatenated into a vector 𝑉 , which is passed through a set
of dense layers followed by sigmoid activation layer to calculate
attention scores. These attention values weight each modality, and
the resulting modality representations are concatenated to build
the early fusion vector 𝐹 . This process is recaped in Equation 5.

𝑀𝑉 = [𝑀𝑉𝑡 = 𝑋𝑡 , 𝑀𝑉𝑣 = 𝑋𝑣]

𝐷𝑀𝑉𝑖 = 𝑅𝑒𝐿𝑈 (𝑊𝑇
𝑀𝑉𝑖

𝑀𝑉𝑖 + 𝑏)

𝐴𝑡𝑡𝑖 = 𝜎 (𝑊𝑇
𝐷𝑀𝑉𝑖

𝑉 + 𝑏)

𝐹 = 𝐴𝑡𝑡𝑡 .𝑉𝑡

⊕
𝐴𝑡𝑡𝑣 .𝑉𝑣

(5)

4https://www.microsoft.com/en-us/bing/apis/bing-image-search-api

𝐹 is then passed through further dense layers for the decision
process, and the categorical cross-entropy loss function 𝐿𝐶𝐸 (𝑦,𝑦)
is used to train the network parameters, where 𝑦 𝑗

𝑖
is the predicted

label and 𝑦 𝑗
𝑖
is the true label.

𝐿𝐶𝐸 (𝑦,𝑦) = − 1
𝑁

𝐶∑︁
𝑗=1

𝑁∑︁
𝑖=1

𝑦
𝑗
𝑖
𝑙𝑜𝑔(𝑦 𝑗

𝑖
) (6)

CentralNet fusion network. CentralNet [58] is a hybrid fusion net-
work, which mixes early and late fusions into a single architecture
as illustrated in Figure 3.

Figure 3: CentralNet fusion network.

The architecture consists of 𝑘 independent networks correspond-
ing to each modality, and one central network. In particular, the
central network combines the features generated from the different
modalities by considering the weighted sum of unimodal hidden
representations, and its own previous layer. Such fusion layers are
defined in Equation 7, where 𝛼𝑝 are scalar trainable weights, 𝑀𝑖

𝑘

is the hidden representation of 𝑘𝑡ℎ modality at the 𝑖𝑡ℎ layer, and
ℎ𝑐𝑖 is the central hidden representation at the 𝑖𝑡ℎ layer. Note that
fusing at a low-level layer stands for early fusion, while fusing at a
last layer means late fusion.

ℎ𝑐𝑖+1 = 𝑅𝑒𝐿𝑈

(
𝛼𝑐ℎ𝑐𝑖 +

𝑣∑︁
𝑘=𝑡

𝛼
𝑀𝑘
𝑖
𝑀𝑘
𝑖

)
(7)

Each layer ℎ𝑐𝑖+1 is fed to an operating layer composed of a dense
layer followed by a 𝑅𝑒𝐿𝑈 activation function. Note that the input to
the first layer of the central network is only the weighted sum of the
modalities hidden representations𝑀𝑡

0 = 𝐷𝑀𝑉𝑡 and𝑀𝑣
0 = 𝐷𝑀𝑉𝑣 as

there is no previous central hidden representation. The final output
representation of the central network represents the fusion vector
𝐹 , which is used for the final prediction. In particular, we employ
the categorical cross-entropy loss function (Equation 6) to train
the network parameters, and the final 𝐿𝑜𝑠𝑠 function is defined in
Equation 8, where 𝐿𝐶

𝐶𝐸
is the loss computed from the output of

central network, and 𝐿𝑀
𝑘

𝐶𝐸
is the loss of modality 𝑘 .
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𝐿𝑜𝑠𝑠 (𝑦,𝑦) = 𝐿𝐶𝐶𝐸 (𝑦,𝑦) +
𝑣∑︁
𝑘=𝑡

𝐿𝑀
𝑘

𝐶𝐸 (𝑦,𝑦) (8)

Note that our model differs from the one presented in Vielzeuf et
al. [58] in the sense that each unimodal network is first pre-trained
independently, and then frozen to learn the central network. As
such, only the central network is trainable, and the remaining parts
of the architecture are kept non-trainable, i.e. frozen. Indeed, the
frozen architecture showed stronger performances compared to the
all-trainable model for the sake of our experiments.

Implementation details and experimental setups of all the mod-
ules of the methodology are given in Apppendix A.

4 NEW DATASETS: IXRUMEN AND IXROOT9
Since the community lacks a multimodal dataset for the task of
lexico-semantic relation identification, we propose the extension of
two gold-standard datasets, namely RUMEN [4] and ROOT9 [49].
RUMEN is a dataset comprising of 3213 instances for synonymy
detection and 3375 instances for hypernymy detection, whereas
ROOT9 comprises of 1636 instances for co-hyponymy detection and
1256 instances for hypernymy detection. As we follow the patch-
based data augmentation strategy due to its empirical effectiveness,
where each word instance is augmented by its 𝐾-nearest neighbors
in the GloVE [40] embedding space, the visual augmentation must
deal with the original words within the pair plus the 𝐾 augmented
words that form the respective patches.

To extend the two datasets in a multimodal setting, we propose
to scrap the web for exemplar images by using the Bing Image
Search API, such that for each of the 𝐾 +1words within a patch, we
download exactly 3 images ordered by their retrieval rank5. This
multimodal augmentation strategy is performed for a patch size up
to 𝐾 = 5, and we adopt lexical split [4, 6, 30], which avoids vocabu-
lary intersection between the train and test splits, thus bypassing
the lexical memorization issue [30]. As a consequence, it is clear
that some of the initial word pairs contained in RUMEN and ROOT9
must be withdrawn from their original datasets, if they cannot pro-
vide up to 3 visual clues. The statistics for the image-extended RU-
MEN dataset (IxRUMEN) and the image-extended ROOT9 dataset
(IxROOT9) can be found in Table 1.

Dataset Train Test Total
RUMEN (Synonym) 2256 957 3213
RUMEN (Hypernym) 2638 737 3375
RUMEN (Random) 2227 969 3196
IxRUMEN (Synonym) 2031 860 2891
IxRUMEN (Hypernym) 2393 648 3041
IxRUMEN (Random) 2006 830 2836
ROOT9 (Co-hyponym) 1070 566 1636
ROOT9 (Hypernym) 826 430 1256
ROOT9 (Random) 381 129 510
IxROOT9 (Co-hyponym) 975 531 1506
IxROOT9 (Hypernym) 717 392 1109
IxROOT9 (Random) 335 103 438

Table 1: Statistics for RUMEN, ROOT9, IxRUMEN and Ix-
ROOT9 datasets.

5Note that we explored existing large-scale corpora like the MSCOCO dataset [32] for
better reproducibility, but due to its limited lexical coverage, an open-domain retrieval
strategy was opted for.

To overcome privacy concerns, we decided to release the im-
age encodings for each image in the dataset over the actual image.
For that purpose, we use VGG19 [53] and CLIP [44] embeddings.
VGG19 [53] shows state-of-the-art performances in image classifi-
cation tasks. It is 19 layers deep convolutional network, which is
pre-trained on ImageNet [12] to predict 1000 object classes. Thus,
VGG19 embeddings have the ability to represent robust visual
concepts. Here, each image is encoded as a 4096-dimensional vec-
tor. CLIP (Contrastive Language-Image Pre-training) [44] is a pre-
trained visual-linguistic model that can encode image-text pairs.
CLIP was pre-trained on 400 million image-text pairs, where for
a given batch of 𝑁 (image,text) pairs, the model had to predict 𝑁
correct matches out of 𝑁 × 𝑁 possible pairings. In particular, CLIP
maximizes the cosine similarity of 𝑁 real pairs by training image
and text encoders together to create an efficient multimodal em-
bedding space. Here, each image is encoded as a 512-dimensional
vector and note that the image information is combined with the
textual pattern “a photo of <source word>” as suggested in [44] to
get full advantage of the contextualized multimodal model.

5 RESULTS AND DISCUSSION
In this section, we first present the results of the unimodal models,
where each textual and visual modalities are taken individually for
the decision process. Then, we present the results obtained for the
early and hybrid fusions. Finally, we present a qualitative analysis
that shows the benefits and drawbacks of the multimodal fusion.

5.1 Unimodal Models
Results for unimodal models are given in Table 2 for the textual
modality and in Table 3 for the visual modality. For the textual
modality, results confirm the findings of [6] and show that the
patch-based approach outperforms the baseline strategy, where no
word augmentation is performed, i.e.𝐾 = 0. In particular, larger val-
ues of𝐾 steadily improve results for the identification of symmetric
relations (synonymy and co-hyponymy), while such is not true for
asymmetric relations such as hypernymy. This can be explained by
the fact that larger values of 𝐾 might lead to concept shift for the
hypernym relation, thus noising the input data. This is particularly
true for GloVE embeddings, although such does not stand for CLIP
embeddings. Results also show that CLIP multimodal embeddings
do not provide a sustainable alternative for the sake of the identifi-
cation of lexico-semantic relations, as results drastically drop, when
compared to text-based embeddings, especially for the case of the
IxRUMEN dataset. This can be explained by the fact that CLIP em-
beddings have been tuned to better represent visual information at
the expense of textual information [45]. Moreover, as the IxRUMEN
dataset contains a wide spectrum of abstract words [4] (e.g. destiny
↔ fate), this might lead to difficulties in visually representing such
information. As a consequence, multimodal embeddings might not
correctly encode this information.

For the visual modality, different situations occur. While the
use of VGG19 encodings clearly evidences the positive impact of
using the patch-based strategy with steady improvements for high
values of 𝐾 independently of the lexico-semantic relation and the
dataset at hand, similar results are not exactly observable for multi-
modal representations. Indeed, while the use of CLIP multimodal
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Synonym v/s Random Hypernym v/s Random

Patch Size Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

R
U
M
EN

G
LO

V
E

K=0 80.98/0.35/81.52 80.98/0.35/81.52 80.98/0.35/81.52 80.978/0.35/81.52 79.52/0.15/79.66 79.51/0.15/79.66 79.52/0.15/79.66 79.50/0.16/79.66
K=1 84.17/0.23/84.53 84.17/0.23/84.52 84.18/0.23/84.54 84.19/0.22/84.53 82.24/0.27/82.47 82.20/0.27/82.44 82.24/0.27/82.47 82.19/0.27/82.43
K=2 84.81/0.12/84.94 84.80/0.12/84.94 84.81/0.12/84.94 84.84/0.12/84.97 82.13/0.17/84.42 82.05/0.16/82.33 82.13/0.17/82.42 82.09/0.17/82.38
K=3 83.97/0.07/84.06 83.96/0.07/84.05 83.97/0.07/84.06 84.02/0.07/84.12 82.33/0.19/82.59 82.27/0.19/82.53 82.33/0.19/82.59 82.29/0.19/82.55
K=4 84.67/0.10/84.79 84.67/0.10/84.78 84.67/0.10/84.79 84.70/0.10/84.82 82.55/0.13/82.71 82.49/0.13/82.65 82.55/0.13/82.71 82.50/0.13/82.67
K=5 84.90/0.04/84.94 84.90/0.04/84.94 84.90/0.04/84.94 84.91/0.04/84.95 81.82/0.08/81.95 81.74/0.07/81.86 81.82/0.08/81.95 81.78/0.08/81.91

C
LI
P-
Te

xt

K=0 56.09/0.13/56.33 56.09/0.13/56.33 56.09/0.13/56.33 56.11/0.13/56.34 54.24/0.28/54.57 51.76/1.69/54.76 54.24/0.28/54.57 52.52/1.50/55.15
K=1 59.54/0.09/59.61 59.54/0.09/59.60 59.55/0.09/59.61 59.54/0.09/59.60 59.60/0.30/59.85 57.48/0.31/57.75 59.60/0.30/59.85 58.62/0.35/58.91
K=2 63.66/0.04/63.71 63.66/0.04/63.71 63.66/0.04/63.71 63.66/0.05/63.71 62.56/0.24/62.95 61.37/0.23/61.74 62.56/0.23/62.95 61.98/0.26/62.41
K=3 64.99/0.13/65.21 64.99/0.13/65.21 64.99/0.13/65.21 64.99/0.13/65.21 64.37/0.18/64.54 62.94/0.20/63.19 64.37/0.18/64.54 64.07/0.21/64.23
K=4 66.51/0.31/66.87 66.50/0.31/66.87 66.51/0.31/66.87 66.50/0.31/66.87 62.09/0.21/62.31 60.25/0.24/60.51 62.09/0.21/62.31 61.54/0.24/61.79
K=5 66.64/0.10/66.72 66.63/0.10/66.71 66.64/0.10/66.72 66.65/0.10/66.73 64.35/0.19/64.48 62.59/0.20/62.75 64.35/0.19/64.48 64.19/0.23/64.39

Co-hyponym v/s Random Hypernym v/s Random

R
O
O
T
9

G
LO

V
E

K=0 92.17/0.25/92.46 92.24/0.24/92.56 92.16/0.25/92.46 92.47/0.22/92.74 85.06/0.07/85.11 85.15/0.06/85.2 85.06/0.07/85.11 85.32/0.30/85.54
K=1 93.72/0.15/93.81 93.72/0.15/93.82 93.72/0.15/93.81 93.73/0.16/93.83 91.10/0.11/91.27 91.04/0.11/91.2 91.10/0.11/91.27 91.02/0.12/91.18
K=2 93.86/0.07/93.94 93.87/0.08/93.95 93.86/0.07/93.94 93.88/0.08/93.96 91.86/0.15/92.09 91.82/0.15/92.05 91.86/0.15/92.09 91.80/0.15/92.03
K=3 93.41/0.10/93.54 93.47/0.09/93.60 93.41/0.10/93.54 93.59/0.08/93.70 92.69/0.09/92.75 92.64/0.09/92.70 92.69/0.09/92.75 92.63/0.09/92.69
K=4 93.46/0.12/93.67 93.52/0.12/93.74 93.46/0.12/93.67 93.62/0.13/93.85 92.42/0.12/92.59 92.43/0.11/92.59 92.42/0.12/92.59 92.45/0.11/92.60
K=5 94.00/0.12/94.08 94.05/0.16/94.14 94.00/0.12/94.08 94.16/0.11/94.27 91.96/0.14/92.09 91.98/0.14/92.11 91.96/0.14/92.09 92.00/0.12/92.12

C
LI
P-
Te

xt

K=0 74.32/0.62/75.24 75.90/0.54/76.68 74.32/0.63/75.24 80.05/0.29/80.34 67.41/0.39/67.87 67.65/0.45/68.2 67.41/0.39/67.87 67.93/0.53/68.58
K=1 82.26/0.22/82.50 82.97/0.21/83.18 82.26/0.22/82.50 84.51/0.22/84.68 73.01/0.18/73.31 73.20/0.16/73.44 73.01/0.18/73.31 73.43/0.14/73.58
K=2 86.00/0.17/86.14 86.40/0.15/86.52 86.00/0.17/86.14 87.21/0.11/87.28 75.98/0.14/76.11 76.09/0.13/76.21 75.98/0.14/76.11 76.22/0.11/76.32
K=3 85.82/0.23/86.14 86.24/0.22/86.56 85.82/0.23/86.14 87.10/0.23/87.46 77.66/0.15/77.76 77.59/0.15/77.74 77.66/0.15/77.76 77.53/0.15/77.72
K=4 87.92/0.31/88.29 88.26/0.29/88.61 87.92/0.31/88.29 89.02/0.29/89.33 77.92/0.12/78.09 77.89/0.13/78.07 77.92/0.12/78.09 77.85/0.14/78.05
K=5 89.10/0.00/89.10 89.43/0.01/89.43 89.10/0.00/89.10 90.24/0.04/90.26 79.61/0.14/79.74 79.55/0.11/79.69 79.61/0.14/79.74 79.51/0.10/79.64

Table 2: Results for IxRUMEN and IxROOT9 based on textual unimodality represented either by GloVE or CLIP embeddings.

Synonym v/s Random Hypernym v/s Random

Patch Size Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

R
U
M
EN

V
G
G
19

K=0 52.65 / 0.41 / 53.37 50.56 / 1.04 / 52.35 52.65 / 0.41 / 53.37 53.34 / 0.35 / 53.80 53.52 / 0.28 / 53.75 45.53 / 0.75 / 46.80 53.52 / 0.28 / 53.75 47.53 / 0.78 / 48.76
K=1 56.49 / 1.51 / 57.84 56.15 / 1.91 / 57.80 56.49 / 1.51 / 57.84 56.59 / 1.37 / 57.90 53.89 / 0.34 / 54.34 50.10 / 0.08 / 50.16 53.89 / 0.34 / 54.34 51.09 / 0.28 / 51.45
K=2 57.25 / 2.28 / 59.40 57.18 / 2.34 / 59.38 57.25 / 2.34 / 59.38 57.27 / 2.27 /59.43 57.09 / 0.53 / 57.50 53.43 / 0.59 / 54.04 57.09 / 0.53 / 57.50 55.34 / 0.71 / 55.88
K=3 59.21 / 0.30 / 59.50 59.17 / 0.31 / 59.46 59.21 / 0.30 / 59.50 59.28 / 0.30 / 59.56 56.62 / 0.62 / 57.56 56.57 / 0.68 / 57.64 56.62 / 0.62 / 57.56 57.21 / 0.78 / 57.91
K=4 60.60 / 0.40 / 61.01 60.56 / 0.39 / 60.95 60.60 / 0.40 / 61.01 60.68 / 0.41 / 61.10 58.49 / 0.16 / 58.68 57.41 / 0.76 / 57.82 58.49 / 0.16 / 58.68 57.67 / 0.16 / 57.81
K=5 60.59 / 0.44 / 60.90 60.56 / 0.46 / 60.88 60.59 / 0.44 / 60.90 60.66 / 0.42 / 60.96 58.38 / 0.38 / 58.73 57.92 / 0.45 / 58.36 58.38 / 0.38 / 58.73 57.96 / 0.27 / 58.25

C
LI
P-
Im

ag
e K=0 77.11 / 0.29 / 77.52 77.11 / 0.29 / 77.52 77.11 / 0.29 / 77.52 77.12 / 0.29 / 77.53 75.91 / 0.08 / 75.97 75.94 / 0.08 / 75.99 75.91 / 0.08 / 75.97 75.97 / 0.07 / 76.02

K=1 75.41 / 0.20 / 75.65 75.46 / 0.30 / 75.90 75.41 / 0.20 / 75.64 75.46 / 0.21 / 75.72 73.77 / 0.42 / 74.09 73.56 / 0.44 / 73.85 73.77 / 0.42 / 74.09 73.61 / 0.42 / 73.97
K=2 74.76 / 0.17 / 74.97 74.76 / 0.17 / 74.97 74.76 / 0.17 / 74.97 74.77 / 0.17 / 74.98 74.57 / 0.11 / 74.74 74.22 / 0.12 / 74.41 74.57 / 0.11 / 74.74 74.54 / 0.10 / 74.69
K=3 74.15 / 0.15 / 74.25 74.15 / 0.15 / 74.25 74.15 / 0.15 / 74.25 74.15 / 0.15 / 74.25 74.86 / 0.07 / 74.91 74.38 / 0.07 / 74.44 74.86 / 0.07 / 74.91 75.01 / 0.06 / 75.07
K=4 74.91 / 0.16 / 75.08 74.91 / 0.16 / 75.08 74.91 / 0.16 / 75.08 74.91 / 0.16 / 75.08 75.19 / 0.21 / 75.38 75.24 / 0.67 / 75.82 75.19 / 0.21 / 75.38 75.46 / 0.23 / 75.68
K=5 76.52 / 0.10 / 76.69 76.52 / 0.10 / 76.69 76.52 / 0.10 / 76.69 76.52 / 0.10 / 76.69 75.66 / 0.05 / 75.73 75.40 / 0.50 / 75.94 75.66 / 0.05 / 75.73 76.18 / 0.04 / 76.22

Co-hyponym v/s Random Hypernym v/s Random

R
O
O
T
9

V
G
G
19

K=0 62.19 / 3.13 / 65.95 65.00 / 2.83 / 68.42 62.26 / 3.00 / 65.95 75.46 / 0.74 / 75.97 62.41 / 1.39 / 64.42 60.30 / 0.48 / 60.73 62.41 / 1.39 / 64.42 58.96 / 0.27 / 59.32
K=1 70.53 / 0.19 / 70.66 72.57 / 0.15 / 72.67 70.53 / 0.19 / 70.66 78.61 / 0.14 / 78.71 61.08 / 0.44 / 61.45 61.66 / 0.46 / 62.02 61.08 / 0.44 / 61.45 62.37 / 0.52 / 62.74
K=2 77.93 / 0.25 / 78.20 79.08 / 0.20 / 79.30 77.93 / 0.25 / 78.20 81.86 / 0.07 / 81.98 66.39 / 0.20 / 66.56 66.60 / 0.21 / 66.74 66.39 / 0.20 / 66.56 66.82 / 0.24 / 66.95
K=3 79.41 / 0.25 / 79.81 80.55 / 0.22 / 80.90 79.41 / 0.25 / 79.81 83.67 / 0.11 / 83.85 69.36 / 0.20 / 69.69 69.20 / 0.19 / 69.45 69.36 / 0.20 / 69.69 69.06 / 0.20 / 69.29
K=4 79.65 / 0.07 / 79.68 80.75 / 0.07 / 80.79 79.65 / 0.07 / 79.68 83.68 / 0.13 / 83.79 70.25 / 0.38 / 70.51 69.84 / 0.39 / 70.17 70.25 / 0.38 / 70.51 69.53 / 0.41 / 69.89
K=5 82.00 / 0.06 / 82.10 82.89 / 0.06 / 83.00 82.00 / 0.06 / 82.10 85.29 / 0.12 / 85.43 73.38 / 0.15 / 73.48 72.72 / 0.16 / 72.84 73.38 / 0.15 / 73.48 72.35 / 0.18 / 72.48

C
LI
P-
Im

ag
e K=0 90.79 / 0.31 / 91.12 90.97 / 0.29 / 91.27 90.79 / 0.31 / 91.12 91.34 / 0.26 / 91.59 84.48 / 0.39 / 85.17 84.55 / 0.37 / 85.20 84.48 / 0.39 / 85.17 84.63 / 0.34 / 85.22

K=1 91.04 / 0.20 / 91.25 91.23 / 0.19 / 91.43 91.04 / 0.20 / 91.25 91.67 / 0.15 / 91.81 86.79 / 0.32 / 87.15 86.82 / 0.31 / 87.17 86.79 / 0.32 / 87.15 86.85 / 0.30 / 87.19
K=2 92.38 / 0.20 / 92.73 92.46 / 0.20 / 92.80 92.38 / 0.20 / 92.73 92.59 / 0.19 / 92.91 88.37 / 0.09 / 88.47 88.37 / 0.09 / 88.47 88.34 / 0.09 / 88.47 88.37 / 0.09 / 88.47
K=3 91.79 / 0.13 / 91.92 91.92 / 0.13 / 92.05 91.79 / 0.13 / 91.92 92.19 / 0.11 / 92.32 88.04 / 0.09 / 88.14 88.14 / 0.08 / 88.23 88.04 / 0.09 / 88.14 88.30 / 0.08 / 88.38
K=4 92.47 / 0.18 / 92.76 92.52 / 0.07 / 92.58 92.41 / 0.07 / 92.46 92.80 / 0.05 / 92.84 87.77 / 0.22 / 88.14 87.81 / 0.21 / 88.16 87.77 / 0.22 / 88.14 87.85 / 0.21 / 88.18
K=5 91.63 / 0.11 / 91.79 91.80 / 0.11 / 91.96 91.63 / 0.11 / 91.79 92.16 / 0.11 / 92.33 88.37 / 0.19 / 88.63 88.32 / 0.17 / 88.56 88.37 / 0.19 / 88.63 88.29 / 0.17 / 88.52

Table 3: Results for IxRUMEN and IxROOT9 based on visual unimodality represented either by VGG19 or CLIP embeddings.

representations outperforms overall results compared to VGG19
encodings for a great margin, the impact of the patch-based strat-
egy is more mitigated. For the IxRUMEN dataset, it is clear that
the use of patches seems to be counter-productive, while the con-
trary is true for the IxROOT9 dataset, with best values obtained for
higher values of 𝐾 . Nevertheless, by looking closely at the results
for IxRUMEN, we can observe that values for 𝐾 = 5 are close to
the ones of 𝐾 = 0, although intermediate values of 𝐾 show lower
performances, but with a small increasing tendency along with
higher values of𝐾 . We can then hypothesize that if higher values of

𝐾 had been tested, CLIP representations would benefit more from
the patch-based strategy.

It is clear that relying exclusively on visual information does not
compete with text-based strategies, especially when the datasets
include abstract words, i.e. IxRUMEN. Indeed, the results differ-
ences between the textual modality and the visual modality range
from 7.79 points in F1 score for synonymy in IxRUMEN in favor
of the textual modality to 1.53 points improvements of the textual
modality in terms of F1 score for co-hyponymy in IxROOT9. This
situation was expected due to the uncontrolled process of gathering
extra visual information with search engine queries. Nevertheless,
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Synonym v/s Random Hypernym v/s Random

Patch Size Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

R
U
M
EN

G
LO

V
E+

C
LI
P-
Im

g K=0 82.97 / 0.09 / 83.07 82.96 / 0.09 / 83.06 82.97 / 0.09 / 83.07 83.00 / 0.11 / 83.14 81.32 / 0.60 / 81.95 81.25 / 0.60 / 81.87 81.32 / 0.60 / 81.95 81.28 / 0.61 / 81.90
K=1 86.62 / 0.19 / 86.86 86.61 / 0.19 / 86.85 86.62 / 0.19 / 86.86 86.72 / 0.18 / 86.96 82.77 / 0.21 / 83.06 82.62 / 0.21 / 82.89 82.77 / 0.21 / 83.06 82.83 / 0.23 / 83.18
K=2 86.44 / 0.07 / 86.50 86.42 / 0.07 / 86.49 86.44 / 0.07 / 86.50 86.57 / 0.08 / 86.64 83.54 / 0.20 / 83.76 83.37 / 0.19 / 83.60 83.54 / 0.20 / 83.76 83.68 / 0.23 / 83.92
K=3 85.09 / 0.21 / 85.25 85.06 / 0.21 / 85.23 85.09 / 0.21 / 85.25 85.26 / 0.22 / 85.44 83.48 / 0.16 / 83.76 83.30 / 0.16 / 83.57 83.48 / 0.16 / 83.76 83.62 / 0.23 / 83.99
K=4 85.51 / 0.14 / 85.67 85.49 / 0.15 / 85.65 85.51 / 0.14 / 85.67 85.68 / 0.13 / 85.81 84.07 / 0.08 / 84.17 83.93 / 0.08 / 84.03 84.07 / 0.08 / 84.17 84.17 / 0.10 / 84.28
K=5 85.50 / 0.14 / 85.72 85.48 / 0.14 / 85.70 85.50 / 0.14 / 85.72 85.68 / 0.14 / 85.90 82.89 / 0.12 / 83.06 82.73 / 0.11 / 82.90 82.90 / 0.11 / 83.06 82.97 / 0.13 / 83.16

Co-hyponym v/s Random Hypernym v/s Random

R
O
O
T
9

G
LO

V
E+

C
LI
P-
Im

g K=0 94.51 / 0.31 / 97.89 94.54 / 0.30 / 94.91 94.51 / 0.31 / 94.89 94.57 / 0.28 / 94.93 87.64 / 0.26 / 87.97 87.62 / 0.30 / 88.00 87.64 / 0.26 / 87.97 87.61 / 0.33 / 88.04
K=1 94.80 / 0.20 / 95.15 94.85 / 0.21 / 95.20 94.80 / 0.20 / 95.15 94.91 / 0.22 / 95.29 92.26 / 0.20 / 92.42 92.25 / 0.20 / 92.41 92.26 / 0.20 / 92.42 92.24 / 0.20 / 92.40
K=2 95.07 / 0.15 / 95.29 95.11 / 0.15 / 95.33 95.07 / 0.15 / 95.29 95.19 / 0.14 / 95.40 92.95 / 0.22 / 93.25 92.92 / 0.22 / 93.22 92.95 / 0.22 / 93.25 92.91 / 0.22 / 93.20
K=3 94.86 / 0.11 / 95.02 94.91 / 0.11 / 95.06 94.86 / 0.11 / 95.02 95.01 / 0.10 / 95.14 92.75 / 0.17 / 92.92 92.73 / 0.17 / 92.91 92.75 / 0.17 / 92.92 92.72 / 0.17 / 92.90
K=4 94.89 / 0.10 / 95.02 94.94 / 0.09 / 95.07 94.89 / 0.10 / 95.02 95.07 / 0.06 / 95.17 92.62 / 0.07 / 92.75 92.63 / 0.08 / 92.77 92.62 / 0.07 / 92.75 92.66 / 0.08 / 92.81
K=5 94.99 / 0.11 / 95.15 95.04 / 0.12 / 95.21 94.99 / 0.11 / 94.89 95.14 / 0.13 / 95.32 92.69 / 0.15 / 92.92 92.70 / 0.15 / 92.93 92.64 / 0.16 / 92.92 92.73 / 0.16 / 92.96

Table 4: Results for IxRUMEN and IxROOT9 for early fusion with the attention fusion network.

Synonym v/s Random Hypernym v/s Random

Patch Size Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

Accuracy
(avg/stddev/max)

F1 Score
(avg/stddev/max)

Precision
(avg/stddev/max)

Recall
(avg/stddev/max)

R
U
M
EN

G
LO

V
E+

C
LI
P-
Im

g K=0 81.67 / 0.19 / 81.98 81.67 / 0.19 / 81.98 81.67 / 0.19 / 81.98 81.68 / 0.20 /81.99 78.76 / 0.21 / 78.96 78.71 / 0.23 / 78.95 78.76 / 0.21 / 78.96 78.71 / 0.23 / 78.95
K=1 85.15 / 0.20 / 85.46 85.15 / 0.20 / 85.46 85.15 / 0.20 / 85.46 85.16 / 0.20 /85.48 81.83 / 0.56 / 82.36 81.74 / 0.57 / 82.27 81.83 / 0.56 / 82.36 81.79 / 0.57 / 82.32
K=2 85.25 / 0.41 / 85.88 85.25 / 0.41 / 85.87 85.25 / 0.41 / 85.88 85.27 / 0.42 / 85.91 82.55 / 0.27 / 83.00 82.42 / 0.28 / 82.88 82.55 / 0.27 / 83.00 82.56 / 0.28 / 83.02
K=3 84.76 / 0.19 / 84.94 84.76 / 0.19 / 84.94 84.76 / 0.19 / 84.94 84.76 / 0.19 /84.94 82.64 / 0.26 / 82.94 82.46 / 0.26 / 82.77 82.64 / 0.26 / 82.94 82.75 / 0.27 / 83.07
K=4 85.27 / 0.28 / 85.62 85.27 / 0.28 / 85.62 85.27 / 0.28 / 85.62 85.27 / 0.28 /85.63 82.86 / 0.30 / 83.18 82.77 / 0.32 / 83.16 82.86 / 0.30 / 83.18 82.85 / 0.27 / 83.14
K=5 85.49 / 0.34 / 85.83 85.49 / 0.34 / 85.82 85.49 / 0.34 / 85.83 85.50/ 0.34/85.83 82.17 / 0.66 / 82.65 82.01 / 0.70 / 82.53 82.17 / 0.66 / 82.65 82.23 / 0.64 / 82.68

Co-hyponym v/s Random Hypernym v/s Random

R
O
O
T
9

G
LO

V
E+

C
LI
P-
Im

g K=0 93.73 / 0.20 / 93.94 93.78 / 0.18 / 93.97 93.73 / 0.20 / 93.94 93.87 / 0.14 /94.01 87.38 / 0.83 / 88.14 87.42 / 0.81 / 88.16 87.38 / 0.83 / 88.14 87.48 / 0.80 / 88.18
K=1 94.51 / 0.36 / 94.89 94.54 / 0.36 / 94.91 94.51 / 0.36 / 94.89 94.59 / 0.34 /94.93 91.23 / 0.18 / 91.49 91.20 / 0.17 / 91.40 91.23 / 0.18 / 91.43 91.18 / 0.17 / 91.38
K=2 95.18 / 0.15 / 95.42 95.20 / 0.13 / 95.41 95.20 / 0.15 / 95.42 95.24 / 0.11 / 95.41 92.82 / 0.22 / 93.08 92.76 / 0.22 / 93.03 92.82 / 0.22 / 93.08 92.75 / 0.22 / 93.02
K=3 94.89 / 0.33 / 95.15 94.90 / 0.33 / 95.17 94.89 / 0.33 / 95.15 94.92 / 0.34 /95.20 93.31 / 0.19 / 93.57 93.24 / 0.18 / 93.50 93.31 / 0.19 / 93.57 93.26 / 0.19 / 93.53
K=4 94.24 / 0.36 / 94.75 94.29 / 0.38 / 94.80 94.24 / 0.36 / 94.75 94.35 / 0.39 /94.87 92.89 / 0.30 / 93.25 92.88 / 0.29 / 93.24 92.89 / 0.30 / 93.25 92.88 / 0.29 / 93.23
K=5 94.51 / 0.15 / 94.75 94.54 / 0.16 / 94.80 94.51 / 0.15 / 94.75 94.59 / 0.18 /94.87 92.72 / 0.74 / 93.41 92.70 / 0.70 / 93.36 92.72 / 0.74 / 93.41 92.70 / 0.70 / 93.36

Table 5: Results for IxRUMEN and IxROOT9 for hybrid fusion based on the CentralNet fusion network.

unimodal visual results tend to show that visual information pro-
vides some useful information that can be used in a multimodal
decision process. This is confirmed by the values of the error analy-
sis proposed in Table 6, that evidence the complementarity between
both modalities. Indeed, although there is a great deal of learning
instances that are correctly classified by the textual modality and
misclassified by the visual modality, the opposite is also true for a
non negligible set of learning instances. It is also interesting to note
that the patch-based strategy for the visual modality with CLIP
embeddings shows the worst complementary performance with
the textual modality, as the highest percentage of correct guesses
made by the visual modality, that are misclassified by the textual
modality is evidenced for 𝐾 = 0. This is in line with the results dis-
cussed in the above paragraph about the impact of the patch-based
strategy on the visual modality, when encoded with multimodal
representations.

As a consequence of these preliminary results, we propose to
combine the textual unimodal models based on GloVE with the
visual unimodal models based on CLIP to apply early fusion and
hybrid fusion techniques.

5.2 Multimodal Models
Results for multimodal models are given in Table 4 for the early
fusion with the attention fusion network (AFN), and in Table 5 for
the hybrid fusion with the CentralNet fusion network (CFN). The
first conclusion to be drawn is that both fusion techniques allow
to achieve higher results in terms of F1 score for all experimental

Synonym v/s Random Hypernym v/s Random
Patch Size VC,TC VC,TI VI,TC VI,TI VC,TC VC,TI VI,TC VI,TI

RUMEN

K=0 1259 221 289 157 1110 185 245 166
K=1 1295 157 326 148 1149 109 254 192
K=2 1297 156 338 135 1151 134 248 163
K=3 1302 142 329 153 1153 136 262 155
K=4 1289 158 344 135 1153 138 250 165
K=5 1320 155 314 137 1159 139 239 169

Co-hyponym v/s Random Hypernym v/s Random

ROOT9

K=0 639 33 47 24 462 53 57 35
K=1 667 11 30 35 509 18 44 36
K=2 668 19 30 26 511 25 47 24
K=3 663 22 32 26 504 22 59 22
K=4 639 13 58 33 510 20 52 25
K=5 663 17 36 27 513 23 45 26

Table 6: Error Analysis on IxRUMEN and IxROOT9 for the
GloVE textual model and the CLIP visual model. VC (resp.
TC) stands for visual (resp. textual) correct predictions, and
VI (resp. TI) stands for visual (resp. textual) incorrect guesses.

configurations when compared to the best unimodal model (here
textual modality encoded with GloVE). In particular, 1.71 point
improvement is obtained for synonymy on IxRUMEN with AFN,
1.44 point for hypernymy on IxRUMEN with AFN, 1.16 point for co-
hyponymy on IxROOT9with CFN, and 0.60 point for hypernymy on
IxROOT9 with CFN. Interestingly, the early fusion provides better
results for IxRUMEN, while the hybrid fusion presents stronger
results for IxROOT9. For instance, for IxRUMEN, the difference
between AFN and CFN ranges from 1.16 points for hypernymy
to 1.12 points for synonymy, while for IxROOT9, the difference is
smaller to the advantage of CFN, with values ranging from 0.09

4412



MM ’22, October 10–14, 2022, Lisboa, Portugal Prince Jha et al.

point for co-hyponymy to 0.32 point for hypernymy. Note that
these results are obtained for similar values of 𝐾 , to the exception
of synonymy for IxRUMEN, where the AFN provides best results
for 𝐾 = 1, while the CFN achieves highest performance for 𝐾 = 5.
Nevertheless, when closely looking at the results, it is clear that the
difference between the AFN and the CFN is marginal for IxROOT9,
while it is clearly in favour of the AFN for IxRUMEN. Note that
the best configuration of CFN is presented here, which freezes the
unimodal results. Indeed, lower experimental results were obtained
for the all-trainable architecture proposed in [58].

The patch-based strategy is also beneficial for the multimodal
models. Indeed, all result values for 𝐾 > 0 steadily exceed the
figures obtained for 𝐾 = 0, in all experimental setups, i.e. for all
datasets, lexico-semantic relations and fusion techniques. Note that
within this paper, we propose to use the same number of 𝐾 for
both modalities. This can be an obstacle for further improvements
as it has been shown in section 5.1 that the textual modality and
the visual modality behave differently with respect to patch size6.
The other particularity of the multimodal models is that they tend
to produce higher results for less number of patches for the sym-
metric relations (i.e. synonymy and co-hyponymy). As such, they
rely on less information for each modality, but take advantage of
the diversity of the representations. In particular, for synonymy in
IxRUMEN, best results are obtained for 𝐾 = 1, while the best uni-
modal model provides highest results for 𝐾 = 5. For co-hyponymy
in IxROOT9, highest results are evidenced for 𝐾 = 2, while the
best unimodal model relies on 𝐾 = 5 to achieve the maximum
performance. Note that this situation does not hold for asymmetric
relations (i.e. hypernymy), as similar values of 𝐾 are needed to
reach highest results.

5.3 Qualitative Analysis
In order to better understand the quantitative results, we provide
a qualitative analysis between unimodal models and multimodal
models, by looking at specific successful and unsuccessful cases. In
Table 7, we first show learning examples that have been correctly
identified by the multimodal fusion model and misclassified by
both the unimodal models, and where a specific lexico-semantic
relation holds (i.e. synonymy, co-hyponymy, hypernymy). These
examples show that when the set of images of both words are
closely related in terms of visual content and the respective words
non polysemous, positive decisions can be made by the multimodal
architecture. Note that in this study, we refer to the multimodal
model with the attention fusion network, and both GloVE and
CLIP-Image unimodal models.

Word pair Dataset Relation Unimodal
(labour, toil) RUMEN synonym random
(rub, snag) RUMEN synonym random
(walk, paseo) RUMEN hypernym random
(rebate, discount) RUMEN hypernym random
(bowl, tumbler) ROOT9 co-hyponym random
(falcon, crow) ROOT9 hypernym random

Table 7: Pairs identified by multimodal fusion but misclassi-
fied by unimodal models, where a semantic relation holds.

6This line of work remains for future work.

However, this situation is relatively rare in the IxRUMEN dataset,
whilemore frequent in the IxROOT9 dataset. But, visual information
can also help in disambiguating wrong guesses from the unimodal
models for the random relation. Indeed, unimodal models show a
high rate of false positives that the multimodal model is capable of
handling, as shown in Table 8. Note that most of the result improve-
ments by the multimodal architecture come from this situation.
In this case, while the unimodal models infer a lexico-semantic
relation, the multimodal model correctly classifies the learning in-
put as random. This situation stands if visual contents are clearly
unrelated and word pairs non polysemous.

Word pair Dataset Relation Unimodal
(trafficker, trading) RUMEN random synonym
(esr, keyboard) RUMEN random synonym
(jog, trot) RUMEN random hypernym
(spouse, mate) RUMEN random hypernym
(bettle, ant) ROOT9 random hypernym
(flute, saxophone) ROOT9 random hypernym

Table 8: Pairs identified by multimodal fusion but misclassi-
fied by unimodal models, where a random relation holds.

Finally, some good predictions made by the multimodal model
are difficult to interpret based on the associated multimodal in-
formation, as illustrated in Table 9. This clearly shows that the
proposed model is still subject to deep improvements, especially
when the word pair is polysemous and when the quality of the
visual information is not controlled, or difficult to retrieve in the
case of abstract words.

Word pair Dataset Relation Unimodal
(chalk, trash) RUMEN synonym random
(chest, bureau) RUMEN synonym random
(slob, pig) RUMEN synonym random
(cardholder, clef) RUMEN hypernym random
(bite, snack) RUMEN hypernym random
(bang, fringe) RUMEN hypernym random

Table 9: Pairs identified by multimodal fusion but misclassi-
fied by unimodal models, where a semantic relation holds,
but interpretation is hard.

6 CONCLUSION
In this paper, we propose the first attempt to deal with the identifica-
tion of lexico-semantic relations based on multimodal information,
thus following the semiotic textology linguistic theory. For that pur-
pose, we build the IxROOT9 and IxRUMEN datasets, the multimodal
versions of the gold standards RUMEN and ROOT9, as well as we
gather the necessary visual information to apply the augmentation
data paradigm. To take advantage of the multimodal information,
we implement two fusion techniques (early and hybrid), and ex-
tend the patch-based strategy to visual information. Experimental
results demonstrate that introducing visual information can reli-
ably supplement the missing semantics of textual information. In
particular, improvements are observed that range from 1.71 point
to 0.60 point in terms of F1 score depending on the dataset and
the lexico-semantic relation. Nevertheless, improvements are still
limited, essentially due to the automatic selection process of images,
which cannot guarantee the quality of the visual information, as
well as the inability to connect abstract words to reliable visual
information.
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A EXPERIMENTAL SETUPS
Within this first attempt to combine visual and textual information
for the identification of lexico-semantic relations, only the highest
ranked image for each word has been taken into account, the two
less ranked images being withdrawn from the process7. In order to
train each model, a random split of 90% training and 10% validation
instances is built from the original training set. Note that at valida-
tion, lexical split is not performed. All models are run 5 times for
patch size ranging from 0 (no augmentation) to 5 (5 extra words
form the patch), to produce average performance results with cor-
responding standard deviation values and maximum performance
scores. All models are trained with a batch size of 32 for up to
200 epochs with early stopping (patience = 10). Adam optimizer
[26] is used with a learning rate = 10−5, 𝛽1 = 0.9 and 𝛽2 = 0.999.
With respect to encodings, GloVE embeddings are of size 300, CLIP
embeddings are 512-dimensional vectors and VGG19 encodings are
of size 4096.
7The use of this extra information remains for future work.
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